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The claimed subject matter relates to an architecture that can
support a declarative model-based approach to designing,
constructing, and rendering visualizations. By complying
with a declarative descriptor, components can be readily cus-
tomized by way of modifications to the model—declaratively
specifying suitable features, behaviors, appearances and so
forth. The descriptors that conform to the model can also
facilitate connecting to various data sources and performing
data transformation operations. Moreover, the descriptors
that conform to the model can declaratively specity relation-
ships based upon a scene layout. Accordingly, the architec-
ture can further describe the scene layout and provide features
based upon the layout.

20 Claims, 11 Drawing Sheets



U.S. Patent Aug. 19, 2014 Sheet 1 of 11 US 8,810,595 B2

100
102
104
% RECEIVING
DATA COMPONENT
A ¥
{
| A
{
{ -}
|
! 114 118
! 116
' RENDERING \N VISUALIZATION
|
! COMPONENT VISUAL RET‘/ CANVAS
|
|
{
{
:
| 106
| EXTENSIBLE DECLARATIVE LANGUAGE/MODEL
! 108 110 112
L ] SOURCE TRANS. VIS.
DESC. DESC. DESC.

FIG. 1



U.S. Patent

Aug. 19, 2014

Sheet 2 of 11

US 8,810,595 B2

102
104
_ _ RECEIVING
h o COMPONENT
SOURCE
202
204 : |\
ACCESS P
| SOURCE DESC. COMPONENT -
114
DATA 218 : r 116
RENDERING
VIS. DESC. COMPONENT VISUAL REP.
L }
{
208 !
210 L 216
J ) TRANSFORM- \
TRANS. DESC. ATION RESULT
| COMPONENT
AN
7
//
4 Pl . \\
{ // \
: L \
L e . \\\
EXTENSIBLE 214 hY
DECLARATIVE | — 106
LANGUAGE/ APPLY
MODEL OPERATION TO
DATA SOURCE
YIELDS RESULT

DATA
SOURCE

206
FIG. 2



U.S. Patent Aug. 19, 2014 Sheet 3 of 11 US 8,810,595 B2

300
SYSTEM 100 OR 200
302
104 304
(i DESIGNER -
DATA COMPONENT ELEMENTS
FIG. 3A
302
350
DESIGNER
COMPONENT
352 ¥ v 354
PALETTE DESIGN CANVAS
3041 _\
~~~~~~~~~~~~~~~~~~~~~ 304,
DATA SOURCE ELEMENTS / 304,
304, — TN A S I ,
S LN -
_____________________ 304,
OPERATION ELEMENTS
VISUALIZATION CANVAS
304, — e
2 I 116
VISUALIZATION ELEMENTS
D -
“ & [ L~
i 114
| RENDERING ||
FIG. 3B "| COMPONENT




U.S. Patent Aug. 19, 2014 Sheet 4 of 11 US 8,810,595 B2

e 400
118

VISUALIZATION CANVAS
116

EXAMPLE VISUAL REPRESENTATION 116 BASED UPON A DECLARATIVE MODEL

GREATEST LEAST
. HEART DISEASE ~ FIREWORKS __ FLOOD
CfIJ\CER 1IN 1 IN 340,733 LIN 144,156

EARTHQUAKE
IN 117,127

S
e T
g o

FIN1,113

EXAMPLE DATA 104 FROM TABLE 1.

RENDERING | — 114

VIS. DESC. COMPONENT

FIG. 4



U.S. Patent Aug. 19, 2014 Sheet 5 of 11

US 8,810,595 B2
/500
118
s VISUALIZATION CANVAS
116
116 VISUAL REPRESENTATION
VISUAL REP. 504

—

VISUALIZATION
DESCRIPTOR

FIG. 5A
550
504
552
554
_ | SIMULATION , -
- > COMPONENT SIMULATION

556 —) EXTERNAL
COMPONENT

FIG. 5B



U.S. Patent Aug. 19,2014

Sheet 6 of 11 US 8,810,595 B2

120
STORE SOURCE
114 4 208 552
RENDERING TR/ A‘I TJSI }Z)?\KM SIMULATION
COMPONENT COMPONENT COMPONENT
4
604
, .
602 — INTELLIGENCE f—— 0

COMPONENT

FIG. 6



U.S. Patent Aug. 19, 2014 Sheet 7 of 11 US 8,810,595 B2

e 700

START

RECEIVE A DATA FILE OR STREAM 702
IN COMPLIANCE WITH AN -
EXTENSIBLE DECLARATIVE MODEL

l

ACCESS THE DATA SOURCE 704
DESCRIBED BY THE SOURCE -
DESCRIPTOR

l

TRANSFORM THE DATA SOURCE BY 706
APPLYING THE OPERATION -
DESCRIBED BY THE TRANS. DESC.

l

RENDER THE VISUAL REPRESENTA- 708
TION OF THE RESULT DESCRIBED ¢
BY THE VISUALIZATION DESC.

l

DISPLAY THE VISUAL 710
—
REPRESENTATIONIN A
VISUALIZATION CANVANS

VRE>

FIG. 7




U.S. Patent Aug. 19, 2014 Sheet 8 of 11 US 8,810,595 B2

e 800

CONSTRUCT A SET OF VISUAL 802
ELEMENTS FOR EACH OF THE SETS |
OF DESCRIPTORS

l

PRESENT A VISUAL ELEMENT FROM 804
THE SETS AS SELECTABLE OBJECTS |
IN A PALETTE

l

POPULATE A DESIGN CANVAS WITH 806
OBJECTS SELECTED FROM THE |
PALETTE

l

CONFIGURE THE VISUALIZATION 808
DESCRIPTOR BASED UPON THE 2
OBJECTS SELECTED

FIG. 8



U.S. Patent Aug. 19, 2014 Sheet 9 of 11 US 8,810,595 B2

e 900

RECONFIGURE ONE OR MORE /_902
CHARTS BY MODIFYING THE
VISUAL DESCRIPTOR

\4

EXPRESS DECLARATIVELY A 904
RELATIONSHIP FOR A CHART
INCLUDED IN THE VISUALIZATION

Y

DEFINE THE RELATIONSHIP FOR 906
THE CHART BASED UPON ANOTHER
CHART

A

DEFINE THE RELATIONSHIP BASED | _gqg
UPON POSITIONING OF THE CHART V~
WITHIN THE REPRESENTATION

A
INCLUDE IN THE VISUALIZATION 910

DESCRIPTOR A SCENE LAYOUT FOR
DEFINING CHART RELATIONSHIPS

l

SIMULATE A REAL-WORLD 912
PRACTICE BASED UPON THE SCENE
LAYOUT AND RELATIONSHIPS

FI1G. 9

A

CALL AN EXTERNAL COMPONENT 914
TO INVOKE SPECIFIC LOGIC FOR
THE PRACTICE

Y

{ STOP )



U.S. Patent Aug. 19,2014 Sheet 10 of 11 US 8,810,595 B2

1002

PROCESSING | _— 1004

UNIT
1008
SYSTEM
MEMORY
> | RAM
ROM
o INTERTAC \ 4
i
(NTERNALHOD) | 1016 S~ HDD___/
1026 FDD 1018
INTERFACE DISK ]
z 1020 L~ 1044
m 1028 OPTICAL MONITOR
H‘*——»INTERFACE DRIVE | | jo2p & 1038
1046 DISK
KEYBOARD
VIDEO |
<> ADAPTER [¢ 1040
1042 IR ED/WIRELESS) MOUSE
INPUT  [¢
1058 1054 1048
« DEVICE - -
INTERFACE |« » MODEM = » WAN |[«—> REMOTE
COMPUTER(S
L~ 1056 1052 ®
| NETWORK | o LAN > 1050
ADAPTER (WIRED/WIRELESS)
] MEMORY/
STORAGE

FIG. 10



U.S. Patent Aug. 19,2014 Sheet 11 of 11 US 8,810,595 B2

i~ 1100
1104
) 1102 0 ~
CLIENT(S) SERVER(S)
3 COMMUNICATION X
FRAMEWORK

1108 1110

A 4 1106 v
CLIENT DATA STORE(S) SERVER DATA STORE(S)

FIG. 11



US 8,810,595 B2

1
DECLARATIVE APPROACH FOR
VISUALIZATION

BACKGROUND

Today, components, controls, forms, or applications for
data visualization are customarily developed with imperative
languages or models. Imperative languages generally
describe procedures or state changes, usually in the form of an
algorithm. For example, procedural programming languages
are a common way to imperatively describe program logic.
Ultimately, imperative models generally result in monolithic
program logic that on one hand is difficult to modify, yet on
the other hand must specify all features and behaviors in
advance, which often makes modification necessary since it is
difficult to predict in advance all the features a customer or
user might desire. By the same token, imperative models that
are difficult to modify are therefore difficult to customize.
Hence, reusability of the features included in applications
generally suffers as many of those same features will need to
be developed from scratch even when only a slight modifica-
tion is needed given the difficulty associated with understand-
ing another developer’s previous work.

Moreover, especially in the business application arena, the
general release of an application or tool often differs from the
original development in a number of ways, at times quite
substantially. Typically, this is a result of additions or modi-
fications made by partners or even in some situations by large
customers who desire to tailor the application to individual
needs. As such, later upgrades to the application must account
for these changes or the upgrade might not be compatible.

SUMMARY

The following presents a simplified summary of the
claimed subject matter in order to provide a basic understand-
ing of some aspects of the claimed subject matter. This sum-
mary is not an extensive overview of the claimed subject
matter. It is intended to neither identify key or critical ele-
ments of the claimed subject matter nor delineate the scope of
the claimed subject matter. Its sole purpose is to present some
concepts of the claimed subject matter in a simplified form as
a prelude to the more detailed description that is presented
later.

The subject matter disclosed and claimed herein, in one or
more aspects thereof, comprises an architecture that can
facilitate a declarative approach to designing and construct-
ing richly customizable and interactive data visualizations. In
accordance therewith and to other related ends, the architec-
ture can receive data that conforms to an extensible, declara-
tive language or model specification. For example, the model
can specify various descriptors that relate to a variety of
elements a visualization application or another application
can utilize to describe what features or behaviors can be
modeled by the application to produce a visualization, e.g., a
particular chart representation of underlying source data.

At least in the visualization application context, certain
behaviors or actions are quite common. For instance, it is
customary to choose a data source, and then apply some type
of transformation operation to that data source in order to
create an aggregation or filtered subset of the data source.
Subsequently, the resultant data can then be visualized in
domain-specific contexts to better understand the data or to
perceive certain nuances within the resultant data. Accord-
ingly, the descriptors defined by the declarative model can
relate to these and other suitable elements. In particular, the
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declarative model can define one or more source descriptor,
transform descriptor, and/or visualization descriptor.

In an aspect of the claimed subject matter each declared
descriptor can be presented in a palette, which can be
employed to interactively design, e.g., a visualization or
chart. For example, one or more source elements (declared by
a source descriptor) can be selected from the palette to popu-
late a design canvas. These source eclements can define or
reference particular data sources. Likewise, one or more
transform elements can be selected from the palette that
describes the type of operation (e.g., filter, join . . . ) to apply
to the data source. The resultant data obtained after the trans-
form can be displayed according to a particular chart type
(e.g., bar chart, pie chart, portions or components
thereof . . . ) that can also be selected from the palette as well.

In an aspect of the claimed subject matter, the aforemen-
tioned descriptors can also declaratively describe behavior at
virtually any scale. For example, in addition to describing a
general type of chart to employ, a visualization descriptor can
also declare individual behaviors and appearances. For
instance, the visualization descriptor can be utilized to
declare the axis layout of the chart, features included in scroll
bars, available menus or controls and so forth. Moreover,
since each feature can be declaratively described, any feature
can be readily appended or omitted based upon a specific
desire or motivation. Accordingly, the model can provide for
virtually unlimited customization in a convenient, natural,
and/or intuitive manner by simply plugging in or unplugging
a selected feature, which can be accomplished by way of the
design canvas or by moditying the declarations.

As another example, the descriptors can declare relation-
ships between multiple charts, visualizations, or components.
Accordingly, when suitable, the relationships can trigger
other visualization features or even other models or external
logic. In an aspect of the claimed subject matter, the relation-
ships can be based upon a scene layout that can potentially
provide meaning or additional context based upon the posi-
tion of an element or object included in the layout and/or with
other visualizations included at that location. In accordance
therewith, an aspect of the claimed subject matter can provide
simulations based upon the elements and relationships
declared in the descriptors and/or extant in the layout.

The following description and the annexed drawings set
forth in detail certain illustrative aspects of the claimed sub-
jectmatter. These aspects are indicative, however, of but a few
of the various ways in which the principles of the claimed
subject matter may be employed and the claimed subject
matter is intended to include all such aspects and their equiva-
lents. Other advantages and distinguishing features of the
claimed subject matter will become apparent from the fol-
lowing detailed description of the claimed subject matter
when considered in conjunction with the drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 illustrates a block diagram of a system that can
facilitate a declarative approach to constructing richly cus-
tomizable and interactive data visualizations.

FIG. 2 illustrates a block diagram with additional features
and/or further detail of a system that can facilitate a declara-
tive approach to constructing richly customizable and inter-
active data visualizations.

FIG. 3A depicts a block diagram of a system that can
facilitate a declarative approach to providing design ele-
ments.

FIG. 3B is a block diagram of a system that can facilitate a
declarative approach to deigning data visualizations.
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FIG. 4 illustrates a block diagram of a system that depicts
an exemplary visual representation 116 based upon a declara-
tive model.

FIG. 5A is a block diagram of a system that can declara-
tively describe a scene layout.

FIG. 5B illustrates a block diagram of a system that can
provide simulated results of a declaratively described layout.

FIG. 6 is a block diagram of a system that can perform or
aid with various determinations or inferences.

FIG. 7 depicts an exemplary flow chart of procedures that
define a method for facilitating rich customization of visual-
izations based upon a declarative model.

FIG. 8 illustrates an exemplary flow chart of procedures
that define a method for providing a rich set of design features
in connection with a declarative model.

FIG. 9 depicts an exemplary flow chart of procedures
defining a method for providing additional features with
respect to the declarative model or language.

FIG. 10 illustrates a block diagram of a computer operable
to execute the disclosed architecture.

FIG. 11 illustrates a schematic block diagram of an exem-
plary computing environment.

DETAILED DESCRIPTION

The claimed subject matter is now described with reference
to the drawings, wherein like reference numerals are used to
refer to like elements throughout. In the following descrip-
tion, for purposes of explanation, numerous specific details
are set forth in order to provide a thorough understanding of
the claimed subject matter. It may be evident, however, that
the claimed subject matter may be practiced without these
specific details. In other instances, well-known structures and
devices are shown in block diagram form in order to facilitate
describing the claimed subject matter.

As used in this application, the terms “component,” “mod-
ule,” “system,” or the like can, but need not, refer to a com-
puter-related entity, either hardware, a combination of hard-
ware and software, software, or software in execution. For
example, a component might be, but is not limited to being, a
process running on a processor, a processor, an object, an
executable, a thread of execution, a program, and/or a com-
puter. By way of illustration, both an application running on
a controller and the controller can be a component. One or
more components may reside within a process and/or thread
of execution and a component may be localized on one com-
puter and/or distributed between two or more computers.

Furthermore, the claimed subject matter may be imple-
mented as a method, apparatus, or article of manufacture
using standard programming and/or engineering techniques
to produce software, firmware, hardware, or any combination
thereof to control a computer to implement the disclosed
subject matter. The term “article of manufacture” as used
herein is intended to encompass a computer program acces-
sible from any computer-readable device, carrier, or media.
For example, computer readable media can include but are
not limited to magnetic storage devices (e.g., hard disk,
floppy disk, magnetic strips . . . ), optical disks (e.g., compact
disk (CD), digital versatile disk (DVD). .. ), smart cards, and
flash memory devices (e.g., card, stick, key drive . . . ).
Additionally it should be appreciated that a carrier wave can
be employed to carry computer-readable electronic data such
as those used in transmitting and receiving electronic mail or
in accessing a network such as the Internet or a local area
network (LAN). Of course, those skilled in the art will rec-
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4

ognize many modifications may be made to this configuration
without departing from the scope or spirit of the claimed
subject matter.

Moreover, the word “exemplary” is used herein to mean
serving as an example, instance, or illustration. Any aspect or
design described herein as “exemplary” is not necessarily to
be construed as preferred or advantageous over other aspects
or designs. Rather, use of the word exemplary is intended to
present concepts in a concrete fashion. As used in this appli-
cation, the term “or” is intended to mean an inclusive “or”
rather than an exclusive “or.” Therefore, unless specified oth-
erwise, or clear from context, “X employs A or B” is intended
to mean any of the natural inclusive permutations. That is, if
X employs A; X employs B; or X employs both A and B, then
“X employs A or B” is satisfied under any of the foregoing
instances. In addition, the articles “a” and “an’ as used in this
application and the appended claims should generally be
construed to mean “one or more” unless specified otherwise
or clear from context to be directed to a singular form.

As used herein, the terms “infer” or “inference” generally
refer to the process of reasoning about or inferring states of
the system, environment, and/or user from a set of observa-
tions as captured via events and/or data. Inference can be
employed to identify a specific context or action, or can
generate a probability distribution over states, for example.
The inference can be probabilistic—that is, the computation
of a probability distribution over states of interest based on a
consideration of data and events. Inference can also refer to
techniques employed for composing higher-level events from
a set of events and/or data. Such inference results in the
construction of new events or actions from a set of observed
events and/or stored event data, whether or not the events are
correlated in close temporal proximity, and whether the
events and data come from one or several event and data
sources.

As used herein, the term “declarative” is generally
intended to refer to a language, model, or style of description.
Typically, a declarative language describes features, function,
or relationships, which can be contrasted with an imperative
language that describes procedures or state changes, usually
in the form of an algorithm. As one example, a declarative
language can describe what to render, say a chart, whereas an
imperative language focuses on how the chart is rendered.
Furthermore, as used herein, the terms “language” and
“model” are substantially used interchangeably.

Referring now to the drawings, with reference initially to
FIG. 1, computer implemented system 100 that can facilitate
a declarative approach to constructing richly customizable
and interactive data visualizations is depicted. Generally, sys-
tem 100 can include receiving component 102 that can
receive data 104. Data 104 can conform to extensible declara-
tive language (or model) 106. For example, data 104 can be
text or a code portion that complies with a specification
described by model or language 106. Typically, language (or
model) 106 can include set 108 of source descriptors, each of
which can declaratively describe a respective data source
(detailed further infra in connection with FIG. 2). Language
106 can further include set 110 of transformation descriptors,
each of which can declaratively describe a respective opera-
tion to be applied to the respective data source in order to yield
a transformed result (also further detailed with reference to
FIG. 2, infra). Additionally, language 106 can include set 112
of visualization descriptors, each of which can declaratively
describe a respective visual representation, for instance one
or more charts to be rendered, or sub-components of the one
or more charts.
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In addition, system 100 can further include rendering com-
ponent 114 that can read a visualization descriptor from data
104, for example, information included in a portion of data
104 that conforms to visual descriptor 112 included in lan-
guage 106. Next, rendering component 114 can compose an
associated visual representation 116 of the transformed result
in visualization canvas 118. For instance, rendering compo-
nent 114 can compose the one or more charts or another visual
representation 116 and display the visual representation 116
to visualization canvas 118. It should be appreciated that
rendering component 114 can compose visual representation
116 or other aspects included in visualization canvas 118
imperatively independently of language 106 or data 104.
However, rendering component 114 will typically be based
upon the declarative properties of language/model 106.

For example, visualization descriptors 112 included in lan-
guage 106 or that portion of data 104 can indicate what to
render, but need not necessarily describe how such will be
rendered by the rendering component. Accordingly, render-
ing component 114 can compose visual representation 116 in
a platform-specific manner, while in other cases visual rep-
resentation 116 can be platform-independent. In other words,
the platform can, but need not, be a factor in the overall
appearance, behavior, and/or features of visual representation
116. For the sake of completeness, it should be understood
that visualization canvas 118 can be substantially any hard-
ware or software type display such as a monitor, desktop, or
windowed section, and can include associated input compo-
nents as well as substantially any other [/O components suit-
able for a computer-based interface environment.

System 100 can also include or be operatively connected to
data store 120. Data store 120 is intended to be a repository of
all or portions of data, data sets, or information described
herein or otherwise suitable for use with the claimed subject
matter. Thus, although depicted as distinct components data
store 120 can include all or portions of language 106 or data
104. Data store 120 can be centralized, either remotely or
locally cached, or distributed, potentially across multiple
devices and/or schemas. Furthermore, data store 120 can be
embodied as substantially any type of memory, including but
not limited to volatile or non-volatile, sequential access,
structured access, or random access and so on. It should be
understood that all or portions of data store 120 can be
included in system 100, or can reside in part or entirely
remotely from system 100.

In accordance with the foregoing, one of skill in the art can
readily appreciate numerous benefits of the claimed subject
matter that can potentially meet long felt needs across many
domains. As one example, in the business application domain
as well as other domains, software applications rarely, if ever,
ship in the form finalized by application developers. Rather,
such software applications typically are modified by partners
or even large customers prior to general release. By defining
the application declaratively, such modifications can be much
simpler than with traditional code that is imperatively con-
structed. Moreover, even after release, partners or customers
can customize the application. As a result, whether modifica-
tions or customizations occur before or after release,
upgrades become much more complex and generally will be
impossible without specifically tailoring an upgrade to each
customized version of the original application. However, with
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a declarative model, a model for the business application can
be read and any elements with a new version can be upgraded
quite simply.

Due to such easy customization, component sharing can be
another benefit of the claimed subject matter. For example,
consider a visualization component. Typically, such a visual-
ization component will be constructed as a monolithic execut-
ablethat is suited for a particular situation or need. As a result,
the component becomes wholly unsuitable for a second
developer with a similar need who requires, say, a slightly
different axis layout. Consequently, the second developer
must construct her own component from scratch even though
the bulk of the original visualization component would have
been suitable but for the small difference. In some cases, the
first component might have been developed with the ability to
modify the axis layout, however, even in such cases, the
original developer must first conceive of the feature in
advance and code that feature into the component.

In contrast, the declarative capabilities described herein
can readily allow the second developer to open up the com-
ponent and adjust the necessary axis layout without the need
for constructing the visualization component from scratch or
to reverse engineer the existing code or attempt to understand
another party’s coding style. Rather the second developer can
make any desired changes quite simply, plug in additional
features, or even unplug superfluous features. Second, the
original developer need not contemplate all the potential uses
for his own component in order to create a widely useful and
readily reusable component. More detail in connection with
the foregoing can be found with reference to FIG. 4.

Turning now to FIG. 2, computer implemented system 200
can be found, which illustrates additional features and/or
further detail of a system that can facilitate a declarative
approach to constructing richly customizable and interactive
data visualizations. In general, system 200 can include receiv-
ing component 102 that can receive data 104, wherein data
104 conforms to extensible declarative language/model 106
as substantially described supra in connection with FIG. 1.
Likewise, system 200 can include rendering component 114
that can read visualization descriptor 218 from data 104 and
further compose visual representation 116 in a manner sub-
stantially similar to that detailed previously.

Additionally, system 200 can include access component
202 that can read source descriptor 204 from data 104. Access
component 202 can further access an associated data source
206. Data source 206 can be, e.g., substantially any database
such as a relational database or a spreadsheet; an entity (e.g.,
a set of related records) or a data set included in the database;
a collection of entities or data sets included in the database, or
a collection of databases. Additionally or alternatively, data
source 206 can be substantially any suitable data, including a
buffer or data that resides in local volatile memory, and fur-
ther need not in all cases directly relate to a database.

System 200 can also include transformation component
208 that can read transform descriptor 210 from data 104.
Furthermore, transformation component 208 can apply an
associated operation 214 to data source 206 in order to gen-
erate transformed result 216, as is depicted in the call out.
Appreciably, result 216 can represent the underlying data that
rendering component 114 employs to produce visual repre-
sentation 116. Typically, operation 214 will be associated
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with data source 206 in that operation 214 is applied to that
particular data source 206. By way of illustration, operation
214 can be a filter operation, a slice operation, an aggregation
operation, a sort operation, or a join operation, or the like that
acts on data source 206. The representative effects of opera-
tion 214 can be output to rendering component 114 as result
216, which can be, in turn, employed to produce visual rep-
resentation 116. As another example, operation 214 can be a
purely visual transformation such as, e.g., switching between
a bar chart and a pie chart, wherein the representative data is
not altered. Appreciably, operation 214 can also be an arith-
metic operation or transformation as well.

To facilitate ready understanding, it should be highlighted
that descriptors 204, 210, and 218 can be distinguished from
descriptors 108, 110, and 112 from FIG. 1. For example,
source descriptor 108, transformation descriptor 110, and
visualization descriptor 112 represent suitable aspects of the
declarative model/language 106. On the other hand, source
descriptor 204, transformation descriptor 210 and visualiza-
tion descriptor 218 represent actual data (e.g., representative
portions of data 104) that conform to the descriptions of like
components from model 106. It should further be understood
that all components included in system 200, namely compo-
nents 102, 114, 202, and 208 can be operatively or commu-
nicatively coupled. Moreover, system 200 can also include or
be communicatively coupled to data store 120.

With reference now to FIG. 3A, computer implemented
system 300 that can facilitate a declarative approach to pro-
viding design elements is provided. System 300 can include
all or portions of system 100 or system 200 detailed supra
with reference to FIGS. 1 and 2. In addition, system 300 can
include designer component 302 that can receive all or por-
tions of data 104, wherein data 104 complies with declarative
model 106. Designer component 302 can generate set 304 of
visual design elements, which is further detailed in connec-
tion with FIG. 3B.

FIG. 3B illustrates system 350 that can facilitate a declara-
tive approach to deigning data visualizations. Generally, sys-
tem 350 can include designer component 302 as detailed
above in FIG. 3A. In addition, system 350 can include design
palette 352 and an interactive design canvas 354. Designer
component 302 can display all or a portion of set 304 of
design elements in palette 352. As an example, depicted are
three types of design elements 304: data source elements
304,, operation elements 304,, and visualization elements
304;. Data source elements 304, can reference and represent
available data sources to choose from as provided for in
source descriptor 204 included in data 104, and which con-
form to source descriptor 108 of model 106. For example,
each data source element 304, can relate to a different data-
base, a different portion of a database, a different version of
the database, a different collection of databases and so forth.
Here, data source elements 304, are depicted abstractly as a
square, circle, and triangle, respectively.

Likewise, operation elements 304, and visualization ele-
ments 304, relate to transformation descriptor 210 and visu-
alization descriptor 218, respectively, both of which can be
included in portions of data 104 and conform to like descrip-
tors defined by model 106. Operation elements 304, shown
here can represent, e.g., an aggregation operation, a decom-
position operation and a filter operation. Similarly, visualiza-
tion elements 304, depicted in system 350 can correspond to
different chart types of visualization. In this case, a pie chart,
a bar chart, and a graph or plot along axes.
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Both palette 352 and design canvas 354 can be substan-
tially similar to visualization canvas 118 in that both can be
implemented as virtually any type of hardware or software (or
a combination thereof) display and can include suitable 1/O
components for rich interface or interaction. Palette 352 and
design canvas 354 can each or both be coupled to, or exist as
aportion or an extension of visualization canvas 118, such as
when implemented within the same desktop, window, or
monitor. However, it should be appreciated that in such cases,
there will usually be a clear demarcation (visually or other-
wise) between palette 352 and one or both design canvas 354
and visualization canvas 118, and /O policies or rules for
interaction will typically differ. For example, palette 352 can
be displayed as a thin strip of screen real estate on one side of
canvas(es) 118, 354.

Elements 304 can be selected from palette 352 and dis-
played in design canvas 354, e.g., in a drag-and-drop manner,
by clicking, gesturing, or in some other manner. Accordingly,
appearance, type, features, behavior, etc. as well as what data
sources 206 to employ and what operations 214 to apply to
those data sources 206 can be designed in design canvas 354
in a convenient and intuitive manner. Furthermore, the type of
visualization as well as other features that will exist in visual
representation 116 (displayed in visualization canvas 118)
can be readily selected. In this case, a bar chart (e.g., visual-
ization element 304 ) has been selected as the format in which
visual representation 116 will ultimately be formatted. It
should be appreciated that visualization elements 3045 can
describe individual sub-components of visual representation
116 rather than, or in addition to, the holistic output. For
example, palette 352 can include visualization elements 304
that represent an individual bar of the bar chart, a pie section,
an layout, and so forth as well as the complete bar chart,
which can, e.g., act as a parent container for other visualiza-
tion elements 304, in palette 352.

In an aspect of the claimed subject matter, designer com-
ponent 302 can adapt visualization descriptor 218 based upon
a composition displayed in design canvas 354. For example,
designer component 302 can append or otherwise modify
relevant portions of data 104 based upon visual elements 304
constructed in design canvas 354. It should be appreciated
that while depicted as separate items, design canvas 354 can
exist as the same display region as visualization canvas 118.
For instance, the behavior of the canvas at a given time can be
based upon toggling modes from a menu provided by
designer component 302 or some other component. Likewise,
designer component 302 can be included in rendering com-
ponent 114, which typically handles compositions that take
place in visualization canvas 118.

Referring to FIG. 4, system 400 depicts an exemplary
visual representation 116 constructed based upon a declara-
tive model. In particular, system 400 can include visualization
canvas 118, wherein rendering component 114 composes
visual representation 116 based upon constructs defined by
model 106 and which can be expressly included in at least a
portion of data 104. In this example, source descriptor 204
corresponds to statistical data relating to causes of death.
Transformation descriptor 210 can be a filter of the least
represented causes or a classification by cause. Visualization
descriptor 218 can be a spiral chart ordered from highest to
lowest, with each data point represented by a circle with
radius representative of the magnitude of deaths by that par-
ticular cause.

Table 1, infra, provides an example of data 104 that can be
employed for rendering the spiral chart described above and
depicted in FIG. 4. In addition, Table 1 includes a number of
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<VISUALIZATION Name="“Spiral”>

<BINDINGS>
<PROPERTY Name="Title” />
<SERIES Name=“data” Type=“Numeric”
Description="The size of the circles” />
<SERIES Name=“labels” Type=“String” />
</BINDINGS>

<DATAPIPELINE>
<NORMALIZE Input=“data” Output=“data2”
Largest=<100" />
<SORT Input=“data2” Qutput="“sizes”
Order=“Descending” />
<COLORGENERATOR
Input=“sizes” Qutput="“colors”
Type=“Linear” Scheme=“AlphaGrayscale” />
<SPIRALPATHGENERATOR
Input="“sizes” OQutputX=“x” OutputY="y” />
</DATAPIPELINE>

<TEXTBLOCK Align=“center” Dock="“top”>
Title

Pseudo- markup, ignoring namespaces etc.

-

o —

-

<DOCKPANEL LastChildFill=“True”> /

List of inputs supplied to
generate the visualization. Can
include suitable scalars and/or
vectors

Processing that can occur on a
vector and can produce
another vector, such as: Sort,
Normalize, Group, Pivot,
Filter, etc.

This section can also
includes data generators (in
this case a reusable color or
path generator)

Exemplary layout
elements

@
</TEXTBLOCK>

<FOREACH Input=“@sizes” ID="n">
<CIRCLE =“@x[n]” Top="@y[n]”
Size="“@sizes[n]” >
<SMARTLABEL Type=“InsideOrAdjacent”
<TEXTBLOCK Text=“@labels[n]”

-

y‘ Expansion of parameters

A Smart Label that positions
itself with intelligent
behavior, such as: Inside or
adjacent to the parent element
(unless it doesn't fit then it

and/or visualization canvas 118 as depicted by reference
numeral 502,. In accordance therewith, visualization descrip-

Style=“Bold” /> can use a call out), avoid
<TEXTBLOCK Text=“@sizes[n]” /> occlusion, auto-resize, etc.

</SMARTLABEL>

<GLOWACTION ON=“Hover” />
</13<(/)9RI]13{1(\2161€11 A functionally complete

behavior that attaches itself to
</DOCKPANEL> the parent element.
</VISUALIZATION>

According to an aspect of the claimed subject matter, visual
representation 116 can be a chart, which is apparent from this
example depicting a spiral chart. Moreover, visualization
descriptor 218 from data 104 can declaratively describe
appearance, behavior, or features of visual representation 116
in an extensible manner. Hence, the appearance, behavior, or
features of visual representation 116 can be selectively recon-
figured by modification of visualization descriptor 218
included in data 104.

With reference now to FIG. 5A, computer implemented
system 500 that can declaratively describe a scene layout is
illustrated. Generally, system 500 can include visualization
canvas 118 within which visual representation 116 can exist.
According to an aspect of the claimed subject matter, visual
representation 116 can include multiple charts or visualiza-
tions. In such cases, visualization descriptor 218 can declara-
tively express relationship 502 for each of the multiple charts
or visualizations that can interact in some manner. For
example, relationship 502 can exist between the charts them-
selves as denoted by reference numeral 502,. Accordingly,
one chart can trigger another chart or be related in some other
way. Moreover, charts can form relationship 502 in a graphi-
cal manner such as by overlaying a chart or element with
another one, or relationship 502 can be expressly declared.

Additionally or alternatively, relationship 502 can be based
upon a position of the chart within visual representation 116
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tor 218 can declaratively describe layout 504, which can exist
in visual representation 116 and by proxy visualization can-
vas 118, wherein layout 504 defines various relationships
502, typically based upon a meaning attached to a position or
spatial relationships. Hence, in addition to composing visual
representation 116 with a single chart, rendering component
114 can function as a scene builder as well. Appreciably, such
a feature can naturally lend itself to simulation and other
distinguishing modeling aspects which is further detailed in
connection with FIG. 5B.

Referring now to FIG. 5B, computer implemented system
550 that can provide simulated results of a declaratively
described layout is depicted. As with other systems described
herein, system 550 can include all or portions of other sys-
tems or components detailed herein. Additionally, system 550
can include simulation component 552 that can provide simu-
lation 554 of layout 504. According to an aspect of the
claimed subject matter, simulation component 552 can call
external component 556 in order to invoke specific logic for
simulation 554. For example, certain rules can exist in visual
descriptor 218, which can be automatically applied by simu-
lation component 552. However, in other cases, especially for
more complex or customer specific rules or logic, external
component 556 can be declaratively described, plugged into
the model, and triggered appropriately.

Appreciably, layout 504 as well as other components or
features detailed herein lend especially well to building a
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scene of, say, machines in a production facility or warehouses
around the globe for a particular business or customer. As one
example feature, quantities of good can be moved from one
location (e.g., representing a warehouse) in layout 504 to
another location. Accordingly, simulation component 552
can simulate the costs or other consequences associated with
such a move based upon internal rules, declaratively
described plug-ins, and/or external logic potentially provided
by external component 556.

Turning now to FIG. 6, system 600 that can perform or aid
with various determinations or inferences is depicted. Typi-
cally, system 600 can include rendering component 114,
transformation component 208, and simulation component
552, which in addition to or in connection with what has been
described supra, can also make various inferences or intelli-
gent determinations. For example, rendering component 114
can employ machine learning techniques or inferences to
intelligently render visual representation 116. One example
can be the smart label detailed in Table 1. Of course other
examples exist, especially with respect to placement of ele-
ments within layout 504 (or visual representation 116). Any
such elements or components can be auto-sized based upon
available display space and occluding objects. Moreover, any
composition performed by rendering component 114 can be
based upon detection of existing constraints such as 1/O,
hardware, platform and so forth.

Likewise, transformation component 208 can make intel-
ligent determinations or inferences. As one example, if data
source 206 includes null values or missing data, transforma-
tion component 208 can, e.g., prior to applying operation 214
replace or introduce meaningful data. In some cases this can
be simply adding zeroes, while in other cases the newly
introduced values can be based upon examination of similar
or local data sets. Bayesian or stochastic techniques can be
utilized as well machine learning to generate the new data.
Next, simulation component 552 can also make intelligent
determinations or inferences. As one example, inferring a
particular external component 556 can be performed in some
cases when current logic is determined to be insufficient.

In addition, system 600 can also include intelligence com-
ponent 602 that can provide for or aid in various inferences or
determinations. It is to be appreciated that intelligence com-
ponent 602 can be operatively coupled to all or some of the
aforementioned components, e.g., 114, 208, 552. Addition-
ally or alternatively, all or portions of intelligence component
602 can be included in one or more components described
herein. Moreover, intelligence component 602 will typically
have access to all or portions of data sets described herein,
such as data store 120, and can furthermore utilize previously
determined or inferred data.

Accordingly, in order to provide for or aid in the numerous
inferences described herein, intelligence component 602 can
examine the entirety or a subset of the data available and can
provide for reasoning about or infer states of the system,
environment, and/or user from a set of observations as cap-
tured via events and/or data. Inference can be employed to
identify a specific context or action, or can generate a prob-
ability distribution over states, for example. The inference can
be probabilistic—that is, the computation of a probability
distribution over states of interest based on a consideration of
data and events. Inference can also refer to techniques
employed for composing higher-level events from a set of
events and/or data.

Such inference can result in the construction of new events
or actions from a set of observed events and/or stored event
data, whether or not the events are correlated in close tempo-
ral proximity, and whether the events and data come from one
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or several event and data sources. Various classification (ex-
plicitly and/or implicitly trained) schemes and/or systems
(e.g., support vector machines, neural networks, expert sys-
tems, Bayesian belief networks, fuzzy logic, data fusion
engines . . . ) can be employed in connection with performing
automatic and/or inferred action in connection with the
claimed subject matter.

A classifier can be a function that maps an input attribute
vector, x=(x1, x2, x3, x4, xn), to a confidence that the input
belongs to a class, that is, f(x)=confidence(class). Such clas-
sification can employ a probabilistic and/or statistical-based
analysis (e.g., factoring into the analysis utilities and costs) to
prognose or infer an action that a user desires to be automati-
cally performed. A support vector machine (SVM) is an
example of a classifier that can be employed. The SVM oper-
ates by finding a hyper-surface in the space of possible inputs,
where the hyper-surface attempts to split the triggering crite-
ria from the non-triggering events. Intuitively, this makes the
classification correct for testing data that is near, but not
identical to training data. Other directed and undirected
model classification approaches include, e.g., naive Bayes,
Bayesian networks, decision trees, neural networks, fuzzy
logic models, and probabilistic classification models provid-
ing different patterns of independence can be employed.
Classification as used herein also is inclusive of statistical
regression that is utilized to develop models of priority.

In addition, intelligence component 602 (or in some cases
rendering component 114, possibly with the assistance of
intelligence component 602) can intelligently determine or
infer a chart type or aspects associated with visualization
descriptor 218 based upon features included in underlying
data such as values, headers, classifications and so forth of
data included in data source 206. As one example, if the
underlying data includes or relates to time-based formatting,
then this format information can be utilized to infer that a time
axis can be appropriate for at least one chart in visual repre-
sentation 116. As another example, if a percent sign is used in
a column header or it can be inferred that data is intended to
represent a portion of the whole, then chart type can be
weighted toward a suitable type such as a pie chart. If data is
inferred to be monetary or binary or trinary, then red-green-
neutral (or similar) colors can be selected for the visualiza-
tion. Likewise, if data is inferred to be of a continuous nature,
then RGB pixel features can be effectively utilized. Of course
numerous other examples exist, however, it should be appre-
ciated that such inference can be employed to provide chart
type suggestions, for example to rendering component 114 or
to designer component 302.

FIGS. 7, 8, and 9 illustrate various methodologies in accor-
dance with the claimed subject matter. While, for purposes of
simplicity of explanation, the methodologies are shown and
described as a series of acts, it is to be understood and appre-
ciated that the claimed subject matter is not limited by the
order of acts, as some acts may occur in different orders
and/or concurrently with other acts from that shown and
described herein. For example, those skilled in the art will
understand and appreciate that a methodology could alterna-
tively be represented as a series of interrelated states or
events, such as in a state diagram. Moreover, not all illustrated
acts may be required to implement a methodology in accor-
dance with the claimed subject matter. Additionally, it should
be further appreciated that the methodologies disclosed here-
inafter and throughout this specification are capable of being
stored on an article of manufacture to facilitate transporting
and transferring such methodologies to computers. The term
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article of manufacture, as used herein, is intended to encom-
pass a computer program accessible from any computer-read-
able device, carrier, or media.

With reference now to FIG. 7, exemplary computer imple-
mented method 700 for facilitating rich customization of
visualizations based upon a declarative model is illustrated.
Generally, at reference numeral 702, a data file or stream can
be received, wherein the file or stream is in compliance with
an extensible declarative model defining a set of source
descriptors, a set of transform descriptors, and a set of visu-
alization descriptors. Typically, a source descriptor declara-
tively describes a data source such e.g., substantially any
database or spreadsheet; an entity (e.g., a set of related
records) or a data set included in the database (or spread-
sheet); a collection of entities or data sets included in the
database, or a collection of databases.

Similarly, a transform descriptor can declaratively describe
anoperation that acts on the data source for providing a result.
Typically, the operation will be a slice operation, an aggrega-
tion operation, a sort operation, or a join operation, and so
forth that acts on data source in a suitable manner. As another
example, the operation can be a purely visual transformation
such as, e.g., switching between a bar chart and a pie chart,
wherein the representative data is not necessarily altered.
Furthermore, the operation can also be an arithmetic opera-
tion or transformation as well. Additionally, a visualization
descriptor can declaratively describe a visual representation
of the result, such as a chart or another visual representation
of the underlying data arrived at in the result by applying the
operation upon the data source.

Atreference numeral 704, the data source described by the
source descriptor can be accessed, for example, to obtain or
copy source data. Once obtained, at reference numeral 706,
all or portions of data included in the data source can be
transformed by applying the operation described by the trans-
form descriptor. Next, at reference numeral 708, the visual
representation of the result described by the transform
descriptor can be rendered, and at reference numeral 710, the
visual representation can be displayed in a visualization can-
vas.

Referring to FIG. 8, exemplary computer implemented
method 800 for providing a rich set of design features in
connection with a declarative model is depicted. Initially, at
reference numeral 802, a set of visual elements can be con-
structed for each of the sets of source descriptors, transform
descriptors, and visualization descriptors included in the data
file or stream received at act 702. Appreciably, the visual
elements can be ad hoc representations based upon visually
distinct shapes, sizes, or features; or be categorized based
upon type (e.g., type of descriptor); or in some cases be
intuitively representative of behavior or features of the under-
lying descriptor or type of descriptor.

At reference numeral 804 a visual element from the set of
visual elements can be presented as a selectable object in a
palette. Understandably, the palette can include virtually any
number of visual elements and can be ordered or classified by
element type, which can in turn be defined that the underlying
descriptor type (e.g., source, transform, visualization . . . ). At
reference numeral 806, a design canvas can be populated with
objects selected from the palette. For example, objects can be
dragged from the palette to the design canvas by manipulating
1/O features associated with an operating environment, such
as a mouse or touch display. Next, at reference numeral 808,
the visualization descriptor can be configured based upon the
objects selected from the palette and/or based upon the com-
position and relationships of such objects extant in the design
canvas. For example, suitable information can be appended to
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relevant portions of the data file or stream or otherwise modi-
fied based upon visual elements constructed in design canvas.

With reference now to FIG. 9, method 900 for providing
additional features with respect to the declarative model is
illustrated. Generally, at reference numeral 902, an appear-
ance, behavior, or feature of one or more charts included in
the visual representation rendered at act 708 can be reconfig-
ured by, e.g., modifying the visual descriptor portion or por-
tions included in the data file or stream. For example, a
visualization component can be readily modified by turning
on or off various features, plugging in or unplugging particu-
lar features and so on.

At reference numeral 904, a relationship for a chart
included in the visual representation can be declaratively
expressed. At reference numeral 906, the relationship for a
chart expressed at act 904 can be defined based upon another
chart, while at reference numeral 908, the relationship for the
chart can be defined based upon positioning of the chart
within the visualization canvas or visual representation. For
example, the relationship can be with other charts, visualiza-
tions, or objects included in the visual representation, or the
relationship can be based upon a spatial or geographic posi-
tion within the visual representation.

Then, at reference numeral 910, a declarative description
of'a scene layout can be included in the visualization descrip-
tor. The scene layout can apply specifically to the visualiza-
tion canvas (and/or visual representation) and can be particu-
larly suited for defining chart relationships within the
provided scene layout. Hence, source data, transformation
operations, visualizations, associations with other visualiza-
tions and so forth can vary based upon the layout in addition
to the other aspects described herein.

At reference numeral 912 a real-world practice can be
simulated based upon the scene layout as well as based upon
relationships included in the visualization descriptor of the
data stream or file. For example, the real-world practice can
relate to common business applications such as commercial
activities, manufacturing, logistics, etc., with real-world
facilities or machinery described by a virtual counterpart
included in the scene layout. At reference numeral 914, an
external component can be called to invoke specific logic for
the real-world practice, typically for complex or personalized
practices.

Referring now to FIG. 10, there is illustrated a block dia-
gram of an exemplary computer system operable to execute
the disclosed architecture. In order to provide additional con-
text for various aspects of the claimed subject matter, FIG. 10
and the following discussion are intended to provide a brief,
general description of a suitable computing environment
1000 in which the various aspects of the claimed subject
matter can be implemented. Additionally, while the claimed
subject matter described above may be suitable for applica-
tion in the general context of computer-executable instruc-
tions that may run on one or more computers, those skilled in
the art will recognize that the claimed subject matter also can
be implemented in combination with other program modules
and/or as a combination of hardware and software.

Generally, program modules include routines, programs,
components, data structures, etc., that perform particular
tasks or implement particular abstract data types. Moreover,
those skilled in the art will appreciate that the inventive meth-
ods can be practiced with other computer system configura-
tions, including single-processor or multiprocessor computer
systems, minicomputers, mainframe computers, as well as
personal computers, hand-held computing devices, micro-
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processor-based or programmable consumer electronics, and
the like, each of which can be operatively coupled to one or
more associated devices.

The illustrated aspects of the claimed subject matter may
also be practiced in distributed computing environments
where certain tasks are performed by remote processing
devices that are linked through a communications network. In
a distributed computing environment, program modules can
be located in both local and remote memory storage devices.

A computer typically includes a variety of computer-read-
able media. Computer-readable media can be any available
media that can be accessed by the computer and includes both
volatile and nonvolatile media, removable and non-remov-
able media. By way of example, and not limitation, computer-
readable media can comprise computer storage media and
communication media. Computer storage media can include
both volatile and nonvolatile, removable and non-removable
media implemented in any method or technology for storage
of information such as computer-readable instructions, data
structures, program modules or other data. Computer storage
media includes, but is not limited to, RAM, ROM, EEPROM,
flash memory or other memory technology, CD-ROM, digital
versatile disk (DVD) or other optical disk storage, magnetic
cassettes, magnetic tape, magnetic disk storage or other mag-
netic storage devices, or any other medium which can be used
to store the desired information and which can be accessed by
the computer.

Communication media typically embodies computer-read-
able instructions, data structures, program modules or other
data in a modulated data signal such as a carrier wave or other
transport mechanism, and includes any information delivery
media. The term “modulated data signal” means a signal that
has one or more of its characteristics set or changed in such a
manner as to encode information in the signal. By way of
example, and not limitation, communication media includes
wired media such as a wired network or direct-wired connec-
tion, and wireless media such as acoustic, RF, infrared and
other wireless media. Combinations of the any of the above
should also be included within the scope of computer-read-
able media.

With reference again to FIG. 10, the exemplary environ-
ment 1000 for implementing various aspects of the claimed
subject matter includes a computer 1002, the computer 1002
including a processing unit 1004, a system memory 1006 and
a system bus 1008. The system bus 1008 couples to system
components including, but not limited to, the system memory
1006 to the processing unit 1004. The processing unit 1004
can be any of various commercially available processors.
Dual microprocessors and other multi-processor architec-
tures may also be employed as the processing unit 1004.

The system bus 1008 can be any of several types of bus
structure that may further interconnect to a memory bus (with
or without a memory controller), a peripheral bus, and a local
bus using any of a variety of commercially available bus
architectures. The system memory 1006 includes read-only
memory (ROM) 1010 and random access memory (RAM)
1012. A basic input/output system (BIOS) is stored in a non-
volatile memory 1010 such as ROM, EPROM, EEPROM,
which BIOS contains the basic routines that help to transfer
information between elements within the computer 1002,
such as during start-up. The RAM 1012 can also include a
high-speed RAM such as static RAM for caching data.

The computer 1002 further includes an internal hard disk
drive (HDD) 1014 (e.g., EIDE, SATA), which internal hard
disk drive 1014 may also be configured for external use in a
suitable chassis (not shown), a magnetic floppy disk drive
(FDD) 1016, (e.g., to read from or write to a removable
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diskette 1018) and an optical disk drive 1020, (e.g., reading a
CD-ROM disk 1022 or, to read from or write to other high
capacity optical media such as the DVD). The hard disk drive
1014, magnetic disk drive 1016 and optical disk drive 1020
can be connected to the system bus 1008 by a hard disk drive
interface 1024, a magnetic disk drive interface 1026 and an
optical drive interface 1028, respectively. The interface 1024
for external drive implementations includes at least one or
both of Universal Serial Bus (USB) and IEEE1394 interface
technologies. Other external drive connection technologies
are within contemplation of the subject matter claimed
herein.

The drives and their associated computer-readable media
provide nonvolatile storage of data, data structures, com-
puter-executable instructions, and so forth. For the computer
1002, the drives and media accommodate the storage of any
data in a suitable digital format. Although the description of
computer-readable media above refers to a HDD, a remov-
able magnetic diskette, and a removable optical media such as
aCD or DVD, it should be appreciated by those skilled in the
art that other types of media which are readable by a com-
puter, such as zip drives, magnetic cassettes, flash memory
cards, cartridges, and the like, may also be used in the exem-
plary operating environment, and further, that any such media
may contain computer-executable instructions for perform-
ing the methods of the claimed subject matter.

A number of program modules can be stored in the drives
and RAM 1012, including an operating system 1030, one or
more application programs 1032, other program modules
1034 and program data 1036. All or portions of the operating
system, applications, modules, and/or data can also be cached
in the RAM 1012. It is appreciated that the claimed subject
matter can be implemented with various commercially avail-
able operating systems or combinations of operating systems.

A user can enter commands and information into the com-
puter 1002 through one or more wired/wireless input devices,
e.g., a keyboard 1038 and a pointing device, such as a mouse
1040. Other input devices (not shown) may include a micro-
phone, an IR remote control, a joystick, a game pad, a stylus
pen, touch screen, or the like. These and other input devices
are often connected to the processing unit 1004 through an
input device interface 1042 that is coupled to the system bus
1008, but can be connected by other interfaces, such as a
parallel port, an IEEE1394 serial port, a game port, a USB
port, an IR interface, etc.

A monitor 1044 or other type of display device is also
connected to the system bus 1008 via an interface, such as a
video adapter 1046. In addition to the monitor 1044, a com-
puter typically includes other peripheral output devices (not
shown), such as speakers, printers, etc.

The computer 1002 may operate in a networked environ-
ment using logical connections via wired and/or wireless
communications to one or more remote computers, such as a
remote computer(s) 1048. The remote computer(s) 1048 can
be a workstation, a server computer, a router, a personal
computer, portable computer, microprocessor-based enter-
tainment appliance, a peer device or other common network
node, and typically includes many or all of the elements
described relative to the computer 1002, although, for pur-
poses of brevity, only a memory/storage device 1050 is illus-
trated. The logical connections depicted include wired/wire-
less connectivity to a local area network (LAN) 1052 and/or
larger networks, e.g., a wide area network (WAN) 1054. Such
LAN and WAN networking environments are commonplace
in offices and companies, and facilitate enterprise-wide com-
puter networks, such as intranets, all of which may connect to
a global communications network, e.g., the Internet.
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When used in a LAN networking environment, the com-
puter 1002 is connected to the local network 1052 through a
wired and/or wireless communication network interface or
adapter 1056. The adapter 1056 may facilitate wired or wire-
less communication to the LAN 1052, which may also
include a wireless access point disposed thereon for commu-
nicating with the wireless adapter 1056.

When used in a WAN networking environment, the com-
puter 1002 can include a modem 1058, or is connected to a
communications server on the WAN 1054, or has other means
for establishing communications over the WAN 1054, such as
by way of the Internet. The modem 1058, which can be
internal or external and a wired or wireless device, is con-
nected to the system bus 1008 via the serial port interface
1042. In a networked environment, program modules
depicted relative to the computer 1002, or portions thereof,
can be stored in the remote memory/storage device 1050. It
will be appreciated that the network connections shown are
exemplary and other means of establishing a communications
link between the computers can be used.

The computer 1002 is operable to communicate with any
wireless devices or entities operatively disposed in wireless
communication, e.g., a printer, scanner, desktop and/or por-
table computer, portable data assistant, communications sat-
ellite, any piece of equipment or location associated with a
wirelessly detectabletag (e.g., akiosk, news stand, restroom),
and telephone. This includes at least Wi-Fi and Bluetooth™
wireless technologies. Thus, the communication can be a
predefined structure as with a conventional network or simply
an ad hoc communication between at least two devices.

Wi-Fi, or Wireless Fidelity, allows connection to the Inter-
net from a couch at home, a bed in a hotel room, or a confer-
ence room at work, without wires. Wi-F1i is a wireless tech-
nology similar to that used in a cell phone that enables such
devices, e.g., computers, to send and receive data indoors and
out; anywhere within the range of a base station. Wi-Fi net-
works use radio technologies called IEEE802.11 (a, b, g, etc.)
to provide secure, reliable, fast wireless connectivity. A Wi-Fi
network can be used to connect computers to each other, to
the Internet, and to wired networks (which use IEEE802.3 or
Ethernet). Wi-Fi networks operate in the unlicensed 2.4 and 5
GHz radio bands, at an 10 Mbps (802.11b) or 54 Mbps
(802.11a) data rate, for example, or with products that contain
both bands (dual band), so the networks can provide real-
world performance similar to the basic “10 BaseT” wired
Ethernet networks used in many offices.

Referring now to FIG. 11, there is illustrated a schematic
block diagram of an exemplary computer compilation system
operable to execute the disclosed architecture. The system
1100 includes one or more client(s) 1102. The client(s) 1102
can be hardware and/or software (e.g., threads, processes,
computing devices). The client(s) 1102 can house cookie(s)
and/or associated contextual information by employing the
claimed subject matter, for example.

The system 1100 also includes one or more server(s) 1104.
The server(s) 1104 can also be hardware and/or software
(e.g., threads, processes, computing devices). The servers
1104 can house threads to perform transformations by
employing the claimed subject matter, for example. One pos-
sible communication between a client 1102 and a server 1104
can be in the form of a data packet adapted to be transmitted
between two or more computer processes. The data packet
may include a cookie and/or associated contextual informa-
tion, for example. The system 1100 includes a communica-
tion framework 1106 (e.g., a global communication network
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such as the Internet) that can be employed to facilitate com-
munications between the client(s) 1102 and the server(s)
1104.

Communications can be facilitated via a wired (including
optical fiber) and/or wireless technology. The client(s) 1102
are operatively connected to one or more client data store(s)
1108 that can be employed to store information local to the
client(s) 1102 (e.g., cookie(s) and/or associated contextual
information). Similarly, the server(s) 1104 are operatively
connected to one or more server data store(s) 1110 that can be
employed to store information local to the servers 1104.

What has been described above includes examples of the
various embodiments. Itis, of course, not possible to describe
every conceivable combination of components or methodolo-
gies for purposes of describing the embodiments, but one of
ordinary skill in the art may recognize that many further
combinations and permutations are possible. Accordingly,
the detailed description is intended to embrace all such alter-
ations, modifications, and variations that fall within the spirit
and scope of the appended claims.

In particular and in regard to the various functions per-
formed by the above described components, devices, circuits,
systems and the like, the terms (including a reference to a
“means”) used to describe such components are intended to
correspond, unless otherwise indicated, to any component
which performs the specified function of the described com-
ponent (e.g., a functional equivalent), even though not struc-
turally equivalent to the disclosed structure, which performs
the function in the herein illustrated exemplary aspects of the
embodiments. In this regard, it will also be recognized that the
embodiments includes a system as well as a computer-read-
able medium having computer-executable instructions for
performing the acts and/or events of the various methods.

In addition, while a particular feature may have been dis-
closed with respect to only one of several implementations,
such feature may be combined with one or more other fea-
tures of the other implementations as may be desired and
advantageous for any given or particular application. Further-
more, to the extent that the terms “includes,” and “including”
and variants thereof are used in either the detailed description
or the claims, these terms are intended to be inclusive in a
manner similar to the term “comprising.”

What is claimed is:

1. A computer implemented system that facilitates a
declarative approach to constructing richly customizable and
interactive data visualizations, comprising:

at least one processor and at least one memory, the at least
one memory storing one or more components execut-
able by the one or more processors, the one or more
components including:

a receiving component that receives data that conforms to
an extensible declarative language, the language
includes at least: a set of source descriptors each of
which declaratively describes a respective data source, a
set of transform descriptors each of which declaratively
describes arespective operation applied to the respective
data source to yield a transformed result, and a set of
visualization descriptors each of which declaratively
describes a respective visual representation of the trans-
formed result, each visualization descriptor from the
data declaratively describing an appearance, a behavior,
or one or more features of the respective visual repre-
sentation; and

arendering component that reads a visualization descriptor
from the data and that composes an associated visual
representation of the transformed result in a visualiza-
tion canvas.
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2. The system of claim 1, further comprising an access
component that reads a source descriptor from the data and
that accesses an associated data source; the data source is at
least one of a database, an entity or data set included in the
database, a collection of entities or data sets included in the
database, or a collection of databases.

3. The system of claim 1, further comprising a transforma-
tion component that reads a transform descriptor from the

data and that applies an associated operation in order to gen- 0

erate the transformed result.

4. The system of claim 3, the operation is at least one of a
filter, a slice, an aggregation, a sort, or a join that acts on at
least a portion of a data source.

5. The system of claim 1, further comprising a designer
component that receives the data and that generates a set of
visual elements each of which corresponds to a source
descriptor, a transform descriptor, or a visualization descrip-
tor.

6. The system of claim 5, further comprising a palette and
a design canvas, the designer component displays the set of
visual elements to the palette and displays a visual element
selected from the palette to the design canvas.

7. The system of claim 6, the designer component adapts
the visualization descriptor from the data based upon a com-
position displayed in the design canvas.

8. The system of claim 1, the visual representation is a chart
and each visualization descriptor from the data declaratively
describes the appearance, the behavior, or the one or more
features of the visual representation in an extensible manner;
wherein the appearance, the behavior, or the one or more
features of the visual representation are selectively reconfig-
ured by modification of the visualization descriptor portion of
the data.

9. The system of claim 1, the visual representation includes
a set of charts and the visualization descriptor portion of the
data declaratively expresses a relationship for each chart in
the set of charts.

10. The system of claim 9, the relationship for a first chart
is associated with a second chart, or the relationship for a
chart is based upon a position of the chart within the visual-
ization canvas.

11. The system of claim 9, the visualization descriptor
portion of the data declaratively describes a layout of the
visualization canvas that defines the relationship.

12. The system of claim 11, further comprising a simula-
tion component that provides a simulation of the layout and
relationships included in the visualization descriptor.

13. The system of claim 12, the simulation component calls
an external component to invoke specific logic for the simu-
lation.

14. The system of claim 12, further comprising an intelli-
gence component that infers a chart type or aspects associated
with the visualization descriptor based upon features
included in underlying data.

15. The system of claim 1, wherein the visualization
descriptor from the data declaratively describes the appear-
ance, the behavior, or the one or more features of the respec-
tive visual representation that is to be rendered without
describing how at least part of the respective visual represen-
tation is to be rendered.

16. The system of claim 1, wherein one of:

at least one of the set of transform descriptors of the exten-

sible declarative language includes a text or a code por-
tion that declaratively describes at least part of the
respective operation in a non-procedural and non-im-
perative manner; and
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at least one of the set of visualization descriptors of the
extensible declarative language includes a text or a code
portion that declaratively describes at least part of a
respective visual representation to be rendered in a non-
procedural and non-imperative manner.

17. A computer implemented method for facilitating rich
customization of visualizations based upon a declarative
model, comprising:

receiving a data file or stream in compliance with an exten-

sible declarative model defining a set of source descrip-
tors, a set of transform descriptors, and a set of visual-
ization descriptors, a source descriptor declaratively
describes a data source, a transform descriptor declara-
tively describes an operation that acts on the data source
for providing a result, and a visualization descriptor
declaratively describes at least one of an appearance, a
behavior, or one or more features of a visual represen-
tation of the result;

accessing the data source described by the source descrip-

tor;

transforming the data source by applying the operation

described by the transform descriptor;

rendering the visual representation of the result described

by the visualization descriptor; and

displaying the visual representation in a visualization can-

vas.

18. The method of claim 17, further comprising at least one
of the following acts:

constructing a set of visual elements for each of the set of

source descriptors, the set of transform descriptors and
the set of visualization descriptors;

presenting a visual element from the set of visual elements

as a selectable object in a palette;

populating a design canvas with objects selected from the

palette; or

configuring the visualization descriptor based upon the

objects selected from the palette.

19. The method of claim 17, further comprising at least one
of the following acts:

reconfiguring an appearance, behavior, or feature of one or

more charts included in the visual representation by
modifying the visualization descriptor;

expressing declaratively a relationship for a chart included

in the visual representation;

defining the relationship for the chart based upon another

chart;
defining the relationship for the chart based upon position-
ing of the chart within the visualization canvas;

including in the visualization descriptor a declarative
description of a scene layout of the visualization canvas
for defining chart relationships;

simulating a real-world practice based upon the scene lay-

out and relationships included in the visualization
descriptor; or

calling an external component to invoke specific logic for

the practice.

20. A computer implemented system that facilitates a
declarative approach to constructing richly customizable and
interactive data visualizations, comprising:

at least one processor and at least one memory, the at least

one memory storing one or more components execut-
able by the one or more processors, the one or more
components including:

an extensible model or language that declaratively

describes a source descriptor, a transform descriptor,
and a visualization descriptor;
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a designer component that presents in an interactive palette
visual elements associated with each descriptorincluded
in the model or language and that populates a design
canvas with visual elements selected from the palette,
the designer component further appends information to
the visualization descriptor based upon activity con-
ducted in the design canvas;

an access component accesses a data source declaratively
described by the source descriptor;

a transformation component that transforms a portion of
the data source into a result based upon an operation
declaratively described by the transform descriptor; and

arendering component that displays in a visualization can-
vas a visual representation of one or more charts declara-
tively described by the visualization descriptor, the visu-
alization descriptor declaratively describing at least one
of'an appearance, a behavior, or one or more features of
the visual representation.
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